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What is the Temporal Contiguity Effect (TCE)?

• In the Temporal Contiguity Effect, recall of one event triggers 
recall of other events originally experienced nearby in time 
(Kahana,  1996).

• Retrieved Context Models attribute the TCE to automatic 
encoding of temporal information (Healey, Long, & Kahana, 2019).
• Accordingly, Retrieved Context Models naturally predict a TCE 

whenever new memories are formed.
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The TCE has been studied under a variety of experimental conditions

Healey, Long, & Kahana (2019)
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Can Retrieved Context Models account for how stimuli manipulations 
change the size and shape of the TCE?

• Here, we try to model the 
effect of orthographic 
distinctiveness using a 
version of the Temporal 
Context Model.

• Lists composed of 
orthographically distinct 
items dramatically reduce 
the TCE (McDaniel et al., 2011).

McDaniel et al. (2011)
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Experiment 1: Methods

Amazon MTurk
• N = 313
• Immediate free recall

• 3 lists per participant
• 10 words per list
• Presentation rate: 2 seconds

• ISI: 1 second

Conditions
• Pure lists of either orthographically 

common (control) or distinct items
Computational Modeling
• Retrieved Context Model fit using genetic 

algorithm
• Both conditions fit simultaneously, allowing 

specific parameters to vary between 
conditions

Control Items (n = 152)
Orthographically Common

Distinct Items (n = 161)
Orthographically Distinct

AMPLIFICATION AFGHAN

BISON FJORDS

ERASER KHAKI

PARACHUTE ALFALFA

RULER SVELTE

CUBE HYENA

KENNEL GNAW

REFINEMENT LYMPH

SLEET CRYPT

CEDAR ASPHYXIATION
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Experiment 1: Results

• Orthographic distinctiveness attenuates, 
but does not eliminate, the TCE.

• The Retrieved Context framework is able to 
fit behavioral results.
• Our best-fitting model assumes that 

distinctiveness changes context drift rate 
(𝛽!"#) and the balance of pre-experimental 
vs. experimental context (𝛾$% and 𝛾%$).

Error bars are bootstrapped 99% confidence intervals

Error bars are bootstrapped 95% confidence intervals

-
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Experiment 2: Methods

In Experiment 1, words had been presented in uppercase
• McDaniel et al. (2011) presented words in lowercase.
• Previous research suggests that the effect of orthographic distinctiveness may 

be modulated by letter case (Hunt & Elliot, 1980).

• To study the effect of letter case on the TCE, we presented words in lowercase 
for Experiment 2.
• Methods were otherwise identical to those used in Experiment 1.
• The final analyzed sample size was 250 in the Control condition and 254 in the Distinct 

condition.
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Experiment 2: Results

Recall dynamics for 
the Lowercase sample 
displayed similar 
patterns to the 
Uppercase sample.

Error bars are bootstrapped 95% confidence intervals
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Experiment 2: Results

Replicating Experiment 1:
• Orthographic distinctiveness attenuates 

the TCE, primarily at lag = +1.
• The Retrieved Context framework fit 

lowercase behavioral results.
• The best-fitting model assumes that 

distinctiveness changes context drift rate 
(𝛽!"#) and the balance of pre-experimental vs. 
experimental context (𝛾$% and 𝛾%$).

Error bars are bootstrapped 99% confidence intervals

Error bars are bootstrapped 95% confidence intervals

-
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Discussion

• Orthographic distinctiveness appears to reduce temporal contiguity 
primarily at lag = +1.
• Retrieved Context Models are able to simulate the effect of orthographic 

distinctiveness on the TCE — without the need for additional model 
mechanisms.
• Our simulations suggest that orthographic distinctiveness attenuates the TCE by 

affecting context drift rate (𝛽!"#) and the balance of pre-experimental vs. 
experimental context (𝛾$% and 𝛾%$) to vary between conditions.
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Thank you for listening!

Contact information:
Linh T. T. Lazarus: lazarus6@msu.edu

M. Karl Healey: khealey@msu.edu
Website: https://cbcc.psy.msu.edu

mailto:lazarus6@msu.edu
mailto:khealey@msu.edu
https://cbcc.psy.msu.edu/
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Experiment 1: Model Comparisons (SPCs & lag-CRPs)

Error bars are bootstrapped 95% confidence intervals
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Experiment 1: Model Comparisons

Error bars are bootstrapped 99% confidence intervals
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Experiment 1: Model Comparisons

The BICs for sub-models are shown as points with a 99% confidence computed across 10 runs of the model fitting algorithm
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Best-fit 
parameter 
values for 
model fits

Models were fit 
simultaneously to Serial 
Position Curve and lag-
Conditional Response 

Probability curve.


